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0. Motivations

▶ I don’t know much about inflation forecasting.

▶ Here I will discuss of the link between inflation and the business cycle.

▶ My point is that, contrarily to what “Keynesian Phillips curve” analysis suggests,
there is not much connection between the business cycle and inflation.

▶ Nothing here about the current inflation upsurge, that has to my opinion not
much to do with “normal”business cycles.

▶ (I will almost exclusively look at US data)



Roadmap

1. The Cyclicality of the Business Cycle

2. Inflation Cycles are not at Business Cycle Frequencies

3. The Trouble with Inflation in New Keynesian Models

4. A Cost Channel View of Inflation



Roadmap

1. The Cyclicality of the Business Cycle

2. Inflation Cycles are not at Business Cycle Frequencies

3. The Trouble with Inflation in New Keynesian Models

4. A Cost Channel View of Inflation



1. The Cyclicality of the Business Cycle

▶ Cycles are “recurrent movements in economic activity”

▶ Booms and busts

▶ Can be thought as the consequence of shocks hitting an otherwise stable
economy...

▶ ... Or as the very indication that that market (capitalist) economies are
intrinsically unstable.

▶ Let’s try to see what’s in the data.

▶ Start with the NBER series of 1 and 0 for expansions and recessions.

▶ Compute the probability of being in a recession in k quarters conditional on being
in a recession today.



1. The Cyclicality of the Business Cycle

Figure 1: Conditional Probability of Being in a Recession (US)
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Notes: This shows the fraction of time the economy was in a recession within an x-quarter window
around time t + k, conditional on being in a recession at time t, where x is allowed to vary between 3
and 5 quarters.



1. The Cyclicality of the Business Cycle

Figure 2: Conditional Probability of Being in a Recession
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1. The Cyclicality of the Business Cycle

Figure 3: Conditional Probability of Being in a Recession

(a) Germany (b) U.K
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1. The Cyclicality of the Business Cycle

Figure 4: Conditional Probability of Being in a Recession (France, Comité de Datation des
Cycles de l’Économie Française de l’AFSE)
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1. The Cyclicality of the Business Cycle

▶ What is meant by cyclicality?

× If activity is high today,
× at say N/2 period in the future, economic activity is expected to be low (below

trend),
× and then at N expected to be high again and so on.

▶ This translates in cyclicality in the auto-covariance or equivalently in peaks in the
spectral density.

▶ Note: nothing deterministic about this definition, its only about conditional
expectations.

▶ Different from the more standard ”auto-regressive” (AR(1)) view.

× If activity is high today,
× we expect it to return to mean.



1. The Cyclicality of the Business Cycle

Figure 5: Absence of Cyclicality
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1. The Cyclicality of the Business Cycle

Figure 6: Cyclicality
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1. The Cyclicality of the Business Cycle

Figure 7: “Strong” Cyclicality
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1. The Cyclicality of the Business Cycle
A-cyclical versus cyclical view

▶ The two views differ on whether or not we should worry about big booms.

▶ Janet Yellen, Dec. 2015 “ ... I think it’s a myth that expansions die of old age.
I do not think they die of old age. So the fact that this has been quite a long
expansion doesn’t lead me to believe that ... its days are numbered.”

▶ See also Diebold & Rudebusch

▶ In a cyclical world, expansions do die of old age.



1. The Cyclicality of the Business Cycle

Figure 8: Prob. of an expansion ending the next year, year and a half or the next two years
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1. The Cyclicality of the Business Cycle

Figure 9: A successful forecast ,



1. The Cyclicality of the Business Cycle
Looking for Peaks in Spectral Density

▶ A way to look at cyclicality is to look at spectral density

▶ Spectral density tells us the share of the total variance of a series that is
accounted by a sine wave of different periodicities.



1. The Cyclicality of the Business Cycle
xt = εt

Figure 10: (a) IRF and (b) Spectrum

(a) (b)

0 10 20 30 40 50 60 70 80 90 100

Period

0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

4 6 24 32 40 80 160 200

Period

0

0.2

0.4

0.6

0.8

1

1.2

1.4

1.6

1.8

2



1. The Cyclicality of the Business Cycle
xt = .95xt−1 + εt

Figure 11: (a) IRF and (b) Spectrum
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1. The Cyclicality of the Business Cycle
xt = 1.92xt−1 − .95xt−2 + εt

Figure 12: (a) IRF and (b) Spectrum
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1. The Cyclicality of the Business Cycle

Figure 13: Conventional Wisdom-Granger [1969]

Econometrica, Vol. 34, No. 1 (January, 1966) 

THE TYPICAL SPECTRAL SHAPE OF AN ECONOMIC VARIABLE' 

BY C. W. J. GRANGER 

In recent years, a number of power spectra have been estimated from economic 
data and the majority have been found to be of a similar shape. A number of implica- 
tions of this shape are discussed, particular attention being paid to the reality of 
business cycles, stability and control problems, and model building. 

1. INTRODUCTION 

DURING THE past four or five years a fairly large number of power spectra have 
been estimated using economic data.2 It might thus be an appropriate time to 
review the results obtained and to ask if the advent of spectral methods has thrown 
any light on the basic characteristics of economic variables. The almost unanimous 
result of these investigations is that the vast majority of economic variables, after 
removal of any trend in mean and seasonal components, have similarly shaped 
power spectra, the typical shape being as in Figure 1. 

CL 

FIGURE 1.-Typical spectral shape. 

It is the purpose of this paper to illustrate this result and to discuss briefly its 
implications both for economic theory in general and for economic model building 
in particular. 

It is not, of course, suggested that every economic time series produce such 
spectra nor that nothing else is discernable from the estimated spectra other than 
this simple shape. Nevertheless, the fact that such a shape arises in the majority of 
cases does suggest that there are certain general, overall implications for economics, 
and, possibly, that the estimation of power spectra alone is unlikely to be a 
productive technique. Cross spectral methods which, in the author's opinion, are 
likely to prove more important and which attempt to discover and explain the re- 
lationships between economic variables, will not be considered in this paper.3 

1 Prepared under the auspices of National Science Foundation Grant GP-82. 
2 In addition to his own work, the author is familiar with the calculations by J. Cunnyngham, 

D. Fand, M. Godfrey, M. Hatanaka, M. Nerlove, E. Parzen, and M. Suzuki. 
3 For a description of cross-spectral methods and other generalizations see [3]. 

150 
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▶ Estimating spectral density requires stationary series ; not output, unless filtered
(but how?)

▶ Key idea: Look at “stationary” (at least not obviously trending) series

▶ Hours per capita, unemployment, spreads, capacity utilization rates,
investment/output ratio, etc...



1. The Cyclicality of the Business Cycle
Figure 15: Non-Farm Business (NFB) Hours Per Capita
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1. The Cyclicality of the Business Cycle
Figure 16: Non Farm Business Hours per Capita Spectrum

4 6 24 32 40 50 60

Periodicity

0

5

10

15

20

25



1. The Cyclicality of the Business Cycle

Figure 17: Conditional Probability of Being in a Recession (US)
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Notes: This shows the fraction of time the economy was in a recession within an x-quarter window
around time t + k, conditional on being in a recession at time t, where x is allowed to vary between 3
and 5 quarters.



1. The Cyclicality of the Business Cycle
Hours Spectrum in Smets & Wouters’ Model
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1. The Cyclicality of the Business Cycle
Capacity Utilization Spectrum
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1. The Cyclicality of the Business Cycle
Investment-Output ratio

4 6 24 32 40 50 60

0

10

20

30

40

50

60

70

80

90

100



1. The Cyclicality of the Business Cycle
Chicago Fed National Financial Conditions Index
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1. The Cyclicality of the Business Cycle
Delinquency Rate
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1. The Cyclicality of the Business Cycle
Spread (BBA bonds-FFR)
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1. The Cyclicality of the Business Cycle
A forecasting model

▶ This suggests a specific way of looking at the data

▶ h: Total Hours Worked per Capita, U.S.A., 1960-2015

▶ High-Pass Filtered, 80 quarters

▶ “Minimal” model
ht = α0 + α1ht−1 + α2ht−2 + α3Ht−1 + α4h

3
t−1 + εt

Ht =
∑N

j=0(1− δ)jht−j



1. The Cyclicality of the Business Cycle
Estimated Reduced Form

ht = −0.00 + 1.42 ht−1 − 0.48 ht−2,
ht = −0.01 + 1.31 ht−1 − 0.34 ht−2 − 0.25 Ht−1,
ht = −0.02 + 1.39 ht−1 − 0.34 ht−2 − 0.27 Ht−1 − 0.01 h3t−1.

▶ “Minimal” Non-linear model
▶ Non-linear term is significant
▶ Non-linear term enters with a minus
▶

AR(2) H Linear H Non-linear

R2 0.94 0.94 0.94
Max eig. 0.86 0.96 1.01

▶ R2 is not much improved
▶ But max eigenvalue (in modulus) crosses 1 with the nonlinear term
▶ SS is unique, unstable



1. The Cyclicality of the Business Cycle
Estimated Reduced Form - Hours

Figure 18: The Limit Cycle - Simulation as of T0 = 1961
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1. The Cyclicality of the Business Cycle
Estimated Reduced Form - Hours

Figure 19: The Limit Cycle
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1. The Cyclicality of the Business Cycle
Estimated Reduced Form - Hours

Figure 20: Forecasted Path as of 1961Q3 with the Minimal Model, Total Hours
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1. The Cyclicality of the Business Cycle
Estimated Reduced Form - Hours

Figure 21: Forecasted Path as of 1961Q3, Total Hours
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1. The Cyclicality of the Business Cycle
Estimated Reduced Form - Hours

Figure 22: Nonlinearities in the Minimal Model, Total Hours

-8 -6 -4 -2 0 2 4 6 8

ht−1

-8

-6

-4

-2

0

2

4

6

8

β
h
h
t
−
1
+
β
h
3
h
3 t
−
1

ht = −0.02 + 1.39 ht−1 − .34 ht−2 − .27Ht−.01 h3t−1 + ϵt



Roadmap

1. The Cyclicality of the Business Cycle

2. Inflation Cycles are not at Business Cycle Frequencies

3. The Trouble with Inflation in New Keynesian Models

4. A Cost Channel View of Inflation



2. Inflation Cycles are not at Business Cycle Frequencies

Figure 23: Hours
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2. Inflation Cycles are not at Business Cycle Frequencies

Figure 24: Inflation (CPI)
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2. Inflation Cycles are not at Business Cycle Frequencies

Figure 25: Spectral Density of Hours and Inflation
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2. Inflation Cycles are not at Business Cycle Frequencies

Figure 26: Hours - Bandpass (32-50)
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2. Inflation Cycles are not at Business Cycle Frequencies

Figure 27: Inflation - Bandpass (32-50)
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2. Inflation Cycles are not at Business Cycle Frequencies

Figure 28: Spectral Density of Hours and Inflation
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2. Inflation Cycles are not at Business Cycle Frequencies

Figure 29: Hours - Bandpass (18-26)
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2. Inflation Cycles are not at Business Cycle Frequencies

Figure 30: Inflation - Bandpass (18-26)
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2. Inflation Cycles are not at Business Cycle Frequencies

▶ The bulk of inflation is not at Business Cycle frequency

▶ Inflation does not comove much with hours at its peak frequency

18-26 Q 32-50 Q
V. of hours 100 230
V. of inflation 100 36
Correlation .39 .75
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3. The Trouble with Inflation in New Keynesian Models

▶ New Keynesian Model is the core narrative of inflation fluctuations at BC
frequencies.

▶ Output moves because the output gap moves (demand shocks), and inflation
moves because of the Phillips curve.

▶ The core NK model is quantitatively off target.
▶ Take the Jordi Gaĺı’s textbook New Phillips curve

πt = βEtπt+1 + κỹt + ut

▶ Assume that the output gap is AR(1) with persistence ρ and solve forward.

πt =
κ

1− βρ
ỹt + ut

▶ Take Gaĺı’s textbook calibration (including a mean duration of prices of 3
quarters).

▶ Assume that the output gap is measured by the HP cycle of output.
▶ Feed it into this last equation and deduct the implied inflation, killing cost-push

shocks.



3. The Trouble with Inflation in New Keynesian Models
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▶ Post Volcker, NPC implies that s.d. of inflation is 350% of the actual one



3. The Trouble with Inflation in New Keynesian Models

▶ Estimated models “solve” the problem by having big and countercyclical “markup
shocks”.

▶ I believe it rather suggests the absence of a Phillips Curve.

▶ It makes it difficult to understand inflation and the effect of monetary policy.

▶ Need to augment the Phillips curve
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4. A Cost Channel View of Inflation
Theory

▶ Theoretical exploration of a model in which the Phillips curve of the type

yt = Et [yt+1]− αr (it − Et [πt+1])︸ ︷︷ ︸
rt

+dt Euler Equation (EE)

πt = βEt [πt+1] +
(
γyyt + γr (it − Etπt+1)

)︸ ︷︷ ︸
“marginal cost”

+µt Phillips Curve (PC)

▶ We find interesting theoretical results when “γy is small as compared to γr”

▶ In that case, the direct effect on π of increasing i dominates the indirect effect
(through discouraged demand along the Euler equation ; Contractionary
monetary policy increases inflation.



The ZLB Trap

▶ The ZLB is quasi inevitable following a persistent fall in demand.

× Initial negative demand shock ;
× Low activity and low inflation ;
× Monetary expansion stimulus ;
× Lower i and lower inflation ;
× More monetary expansion ;
× Even lower i ;
× Hit the zero lower bound.

▶ Typically what will happen under price level targeting



4. A Cost Channel View of Inflation

πt = βEt [πt+1] +

(
γyyt + γr (it − Et [πt+1])

)

▶ ... but is “γy is small as compared to γr” empirically relevant?



4. A Cost Channel View of Inflation
Estimating Phillips curves

▶ Careful limited information estimation of a Phillips curve of the type

πt = βEt [πt+1] +

(
γyyt + γr (it − Et [πt+1])

)
▶ Result: γy ≈ 0, γr > 0



4. A Cost Channel View of Inflation
Estimating a full model

▶ Full information estimation of an extended NK model with a Phillips curve of
the type

πt = βEt [πt+1] + κ

(
γyyt + γr (it − Et [πt+1])

)
▶ Result: γy ≈ 0 and γr > 0



4. A Cost Channel View of Inflation
Phillips Curve Estimation

πt = βπe
t+1 + γyxt + γr (it − πe

t+1) + θzt + µt

▶ πt : Headline CPI

▶ πe
t : University of Michigan Survey of Consumers

▶ xt : minus Unemployment gap from U.S. Congressional Budget Office

▶ zt : Oil price



4. A Cost Channel View of Inflation
Phillips Curve Estimation

πt = βπe
t+1 + γyxt + γr (it − πe

t+1) + θzt + µt

OLS IV gap IV rate IV both

β 0.99⋆⋆⋆ 0.98⋆⋆⋆ 0.96⋆⋆⋆ 0.95⋆⋆⋆

γy 0.17⋆⋆⋆ 0.15⋆⋆ -0.01 0.02
γr 0.20⋆⋆⋆ 0.20⋆⋆⋆

× Controlling for oil price,
× Sample: 1969Q1-2017Q4,
× Newey & West correction for heteroskedasticity and autocorrelation,
× xt instrumented with its two first lags ,
× it − πe

t+1 instrumented with 6 lags of Romer & Romer shocks and their square
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4. A Cost Channel View of Inflation
Phillips Curve Estimation: also Instrumenting πe

πt = βπe
t+1 + γyxt + γr (it − πe

t+1) + θzt + µt

Michigan Survey Rational Expectation

β 0.96⋆⋆⋆ 0.86⋆⋆⋆

γy 0.04 0.04
γr 0.18⋆⋆⋆ 0.22⋆⋆⋆

× Controlling for oil price,
× Sample: 1969Q1-2017Q4,
× Newey & West correction for heteroskedasticity and autocorrelation,

× Instruments: two first lags of xt , 6 lags of Romer & Romer [2004] shocks and their

square, two lags of πt
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πt = βπe
t+1 + γyxt + γr (it − πe

t+1) + θzt + µt

Michigan Survey Rational Expectation

β 0.96⋆⋆⋆ 0.86⋆⋆⋆

γy 0.04 0.04
γr 0.18⋆⋆⋆ 0.22⋆⋆⋆

× Controlling for oil price,
× Sample: 1969Q1-2017Q4,
× Newey & West correction for heteroskedasticity and autocorrelation,

× Instruments: two first lags of xt , 6 lags of Romer & Romer [2004] shocks and their

square, two lags of πt



4. A Cost Channel View of Inflation
Phillips Curve Estimation: Hybrid

πt = β+1π
e
t+1 + β−1πt−1 + γyxt + γr (it − πe

t+1) + θzt + µt

▶ We obtain similar results.



4. A Cost Channel View of Inflation
Phillips Curve Estimation: 1969-1992

▶ Period 1969-1992 is often thought to be a period with a steeper Phillips curve,

▶ We obtain similar results.

πt = βπe
t+1 + γyxt + γr (it − πe

t+1) + θzt + µt

OLS IV gap IV rate IV both

β 0.83⋆⋆⋆ 0.77⋆⋆⋆ 1.13⋆⋆⋆ 1.1⋆⋆⋆

γy 0.41⋆⋆ 0.49⋆⋆⋆ -0.16 -0.08
γr 0.30⋆⋆⋆ 0.29⋆⋆⋆

× Controlling for oil price,
× Sample: 1969Q1-2017Q4,
× Instruments: two first lags of x and 6 lags of Romer & Romer [2004] shocks and their
square




